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Coordinated cellular activity is a major characteristic of nervous system function. Coupled oscillator theory
offers unique avenues to address cellular coordination phenomena. In this study, we focus on the character-
ization of the dynamics of epileptiform activity, based on some seizures that manifest themselves with very
periodic rhythmic activity, termed absence seizures. Our approach consists in obtaining experimentally the
phase response curves �PRCs� in the neocortex and thalamus, and incorporating these PRCs into a model of
coupled oscillators. Phase preferences of the stationary states and their stability are determined, and these
results from the model are compared with the experimental recordings, and interpreted in physiological terms.
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I. INTRODUCTION

Recent years have witnessed a surge of interest in the
concept that synchronized activity in brain cellular networks
plays a crucial role in information processing and behavioral
responses �1,2�. However, adequate frameworks to under-
stand the relation between brain function and behavior are
still underdeveloped. The theory of coupled oscillators �3�
offers a very adequate level of description to study the dy-
namics of coordinated activity in neuronal ensembles, and to
characterize the functional connectivity between brain areas
that is being sought intensively these days in efforts to inves-
tigate how specific brain activities associate with behavioral
responses �4,5�. In general, these coupled oscillator models
require setting up differential equations that describe the time
evolution of parameters of the system; a main problem ap-
plying these analyses to biological activity is that realistic
and accurate model equations are not trivial to obtain from
experimental data �6–8�.

In this study, we focus on the characterization of the dy-
namics of epileptiform activity, based on some seizures that
manifest themselves with very periodic rhythmic activity
termed absence seizures, and more specifically in this case,
spike and wave discharges �SWDs�. This activity is restricted
to the thalamus and neocortex �9,10�; thus, the rhythmic par-
oxysmal activity can be thought of as a manifestation of the
activity of two coupled oscillators: the thalamus and the cor-
tex; and the relative stability of the SWD oscillation can be
represented by an asymptotic stable limit cycle in the
thalamocortical activity �11�. It is known that when coupled
limit cycle oscillators are weakly perturbed, the system can
be reduced to a phase model �12–14�. Phase models contain
terms that represent the interaction function between the os-
cillators. Hence, our approach consists in obtaining experi-
mentally the phase resetting curves �PRCs� in the neocortex
and thalamus, and incorporating these PRCs into a phase
model of coupled oscillators as the interaction functions.
Phase differences between neurophysiological recordings is
an adequate order parameter �15� to describe temporal rela-
tions between brain areas and to catch a glimpse of the es-
tablishment of their possible functional connectivity. We ex-

ploit the PRC as a tool to understand coordinated brain
activity, as it represents a natural approach to characterize
neuronal interactions �3,14,16,17�. PRCs have been used to
analyse synchronization properties of natural �18–21� and
artificial neural systems �22�. PRCs describe the alteration of
the phase due to an input at each point of the cycle, and
therefore the reconstruction of a PRC requires sustained pe-
riodic activity. We thus take advantage of the robust periodic
paroxysmal activity representing the SWD, which makes the
reconstruction of a PRC simpler than in other systems and
situations where the rhythmic activity is not that robust. The
terms “resetting” and “response” are normally used inter-
changeably, nevertheless, in our experimental situation here
described, the term “response” is probably more adequate �a
more detailed discussion of this issue can be found in Ref.
�23��. After deriving PRCs in the thalamus and neocortex, we
incorporate these into a model of coupled oscillators, repre-
senting the time evolution of the respective phases and of
their phase difference, to assess stable phase locking patterns
in the activity of these two brain areas.

II. METHODS

A. In vivo intracerebral recordings

Bipolar electrodes �Plastics One, Roanoke, Virginia,
USA� were implanted chronically into specific brain areas of
Wistar rats �50–60 days old� using a stereotaxic apparatus.
The stereotaxic coordinates of electrode implantation were:
into the thalamus B-2.1, ML −1.4, D 6.4 and into cortex B
−0.4, ML + /−3.0, D 2.0 �see Fig. 1 for a schematic of elec-
trode placement�. The electrode leads were fixed to the skull
using dental acrylic and three screws attached to the parietal
regions of the scalp. After a recovery period of �5 days,
animals were placed in an electrically screened Plexiglass
chamber for recordings. The recording electrodes were con-
nected to an AI 402�50 Ultralow noise differential amplifier
�Axon instruments, Foster City, California, USA�, a Cyber-
Amp380 signal conditioner �Axon instruments�, and a digital
converter MP150 �Biopac, Harvard Instruments, St. Laurent,
Quebec, Canada�. Recordings were acquired at 1000 Hz.
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When needed, intracerebral stimulation was generated with a
Grass square pulse stimulator S88K �Grass Instruments�
equipped with a stimulation isolation unit, that delivered
square current pulses �0.1 ms� in the range 0.1 �A to
15 mA. Since our electrodes can be used as recording or
stimulating leads, only one electrode was inserted into each
area. This arrangement also allowed us to record simulta-
neously from the thalamus and cortex when needed �see Fig.
4, for example�. Initial electrophysiological data processing
was done using the software package ACKNOWLEDGE �Bio-
pac, Harvard Instruments�.

B. Absence seizure models

To calculate the phase response curves we took advantage
of the very periodic rhythms observed in two seizure models
that are considered to represent human absence epileptiform
activity. The first model of typical absence seizures is in-
duced in rats as previously described �9�. Briefly, animals
were administered 100–120 mg /kg of �-butyrolactone
�GBL� via intraperitoneal injection, and intracerebral electro-
physiological recordings were obtained for a period of 2–4 h
thereafter. Shortly after GBL injection �3–5 min�, absence
seizures were recorded from thalamus and cortex, consisting
of bilaterally synchronous spike and wave discharges �SWD,
Figs. 1 and 2�, with mean frequency of �4 Hz. The second
model is a chronic model of absence seizures, induced by
treatment with the cholesterol synthesis inhibitor AY9944
�7.5 mg /kg�, every 6 days from postnatal day 2 to 20, as
described in detail previously �24�. This treatment promotes
chronic SWD paroxysmal activity that can be recorded from
thalamus and cortex, with mean frequency of �8 Hz. These

seizures last throughout the life of the animal, and therefore
it is a chronic model. The exact mechanisms by which these
drugs induce seizures are still under scrutiny; GBL is thought
to mediate the induction of oscillations via modulation of
GABAB receptors in the thalamic cells, therefore increasing
the probability of synchronous activity in the thalamus. Ma-
nipulations of the rats were performed according to the pro-
tocols approved by the Animal Care Committee of the Hos-
pital for Sick Children.

C. Data analysis

To estimate the cortical and thalamic phase response
curves �PRC�, a single, “weak” stimulus was applied to the
thalamus or cortex, while recording from cortex or thalamus,
respectively. Normally, two amplitudes of stimulation were
used, one weak and another “strong” which always produced
a local field response reflected as a spike-and-wave �hence,
this latter input produced a straight line in the PRC plot�. The
weak input was used to estimate the PRC, since the frame-
works of coupled oscillators require weakly connected units
�12�. The stimulation was done at random times, making sure
there were at least 3–4 s in between stimuli to allow a few
cycles in the SWD. In this study, we follow Winfree �3� and
define phase as the time between an arbitrary reference
�which in our cases can be either the stimulating artefact or
the next spike in the waveform� divided by the period. As a
result of this weak perturbation, the next wave could be ad-
vanced, delayed, or unchanged, as shown in Fig. 2. The in-
tracerebral stimulation was generated with a Grass square
pulse stimulator S88K �Grass Instruments� equipped with a
stimulation isolation unit, that delivered square current
pulses in the range 0.1 �A to 15 mA. The duration of the
pulse was set to 0.1 ms. The phase shift after the perturba-

FIG. 1. �Color online� Anatomical location of the recording/
stimulating electrodes in the rat brain. The thalamic or the cortical
�ipsilateral� electrode was stimulated while the brain activity had
spike and wave seizures �SWD� shown below. Traces show a frag-
ment of a seizure recorded simultaneously in both cortical elec-
trodes and the stimulating artifacts �arrow� after a single thalamic
stimulation. T denotes the period of the SWD.

FIG. 2. Experimental recordings in the cortex of SWDs showing
the results of a single pulse delivered in the thalamus. �a� T1 and T2

are the periods of the oscillation preceding and just after the single
pulse �stim.� respectively, and the duration is shown in millisec-
onds. The recordings come from two different rats. �b� Sometimes,
a momentary halting of the spike and wave was noted after the
perturbation �left trace�, but there was no specific phase for the
perturbation to cause the transitory desynchronization �see text for
more details�. The right-hand side recording depicts an instance
when the single pulse delivered into the thalamus triggered a SWD
recorded in the cortex. This effect was dependent upon the behav-
ioral state of the animal as discussed in Sec. III.
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tion, used to estimate the PRC, was calculated using the
periods of the oscillation �see Fig. 2�a�, and Ref. �17�� and
the following formula �17�:

� =
T1 − T2

T1
� 2� .

T1 and T2 are the periods of the oscillation preceding and just
after the single pulse, respectively, and the multiplication by
2� is used to convert it to radians. In this fashion, a positive
phase shift �T1�T2� indicates an advance of the next spike
in the waveform �as shown in Fig. 2�a��. The graph of this
function � is the PRC. The values shown in the figures cor-
respond to individual rats and are not averaged except for
those points that fell on the same phase of the perturbation.

In this study we follow the philosophy of the Kuramoto
model, since we describe the brain areas that oscillate �thala-
mus and cortex� as phase oscillators that are deterministi-
cally coupled. This allows us to calculate stable phase-locked
states and compare them with the values obtained experi-
mentally. A complementary approach could be applied to
take into account the natural phase variability explicitly, i.e.,
to investigate stochastic synchronization �25�. However, due
to the high regularity of the signals during the seizure, we
focus here on the deterministic Kuramoto model.

III. RESULTS

To derive the PRCs we used only those recordings that
were very periodic, so that the estimation of the period was
as clear as possible. Our criterion was that the values of each
period was within �10% of the average, that is, we accepted
values of, for example, 124±12 ms �this for the AY9944-
induced seizures with average frequency of 7–8 Hz�. Thus,
of 42 rats recorded, only 17 were used to estimate the PRC
because seizures in these animals had our required periodic-
ity to derive the PRC. To estimate the cortical and thalamic
PRC, a single, “weak” stimulus was applied to the thalamus
or cortex respectively. When stimulating the thalamus, two
cortical recordings were simultaneously obtained, from the
ipsilateral and contralateral side �Fig. 1�, in order to see pos-
sible differences in the PRC derived from a unilateral tha-
lamic stimulation. The PRCs were qualitatively the same in
both cortical hemispheres �Fig. 3�. By “weak” stimuli is
meant that the amplitudes of the single pulses delivered
through the stimulating electrode were the minimal �which

varied from rat to rat, but were in the range of
10 �A–1 mA� that allowed an identification of the stimulat-
ing artifact �so that the phase of the stimulation could be
calculated� and did not alter the oscillation. Thus, two am-
plitudes of stimulation were used, one weak and another
“strong” �normally �10 mA�, the latter always produced a
local field potential response which was manifested as a
spike-and-wave, hence, this input obviously produced a
straight line when constructing the PRC �data not shown�
and thus these were not used in the analysis. The weak input
was used to estimate the PRC. As a result of this weak per-
turbation, the next wave in the SWD could be advanced,
delayed, or unchanged �Fig. 2�. It is noteworthy that, when
using the larger stimulating amplitudes, we sometimes found
that the single pulse was able to halt momentarily the SWD,
as depicted in Fig. 2�b�. Only brief ��1 s� stopping �desyn-
chronization� of the SWD was observed in 55% of the stimu-
lations at large stimulation intensities. Because this phenom-
enon may depend on the phase at which the perturbation is
applied, we calculated the phase of the single applied pulses
in these cases that led to transitory desynchronization. How-
ever, no specific phase of the perturbation was noted. An-
other interesting observation relates to the low threshold that
these rats have for triggering a SWD �24�, as shown in Fig.
2�b�, and the question arises as to whether there is a particu-
lar phase at which the single pulse can trigger the SWD. This
phenomenon occurred in 53% of stimulations when the rats
were exploring, and in 86.1% when the rats were resting;
thus, this phenomenon is dependent on the state of the ani-
mal. The instantaneous phase at which a single pulse trig-
gered a seizure was evaluated, but in this case we had to
extract the instantaneous phase using the Hilbert transform
because, obviously, there was no SWD before the stimulation
�Fig. 2�b��. This process requires the use of band-passed sig-
nals �25�, therefore in our analysis we focused on the range
12 to 30 Hz, using a band pass of ±2 Hz. Just as in the
above case of seizure abortion, no particular instantaneous
phase was noted in the pulses that triggered a SWD. Hence,
it seems that the perturbation can be applied at any phase of
the oscillation to stop or start the rhythm in these rats, the
only requirement is to be of sufficient amplitude.

Figure 3 depicts three PRCs obtained from the simulta-
neous cortical recordings �ipsilateral and contralateral sides�
in response to thalamic stimulation, and from the thalamic
recordings �ipsilateral� in response to cortical stimulation.
The cortical PRCs in the figure correspond to one rat, and the
thalamic PRC to a different animal. As shown in the figure,

FIG. 3. �Color online� The experimentally obtained PRCs, for the cortex in both sides ipsilateral and contralateral �in response to thalamic
stimulation� and thalamus �cortical stimulation�, were approximated by a Fourier series, represented by the blue curve. The cortical PRCs are
derived from one rat, and the thalamic from another �GBL injected�.
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the ipsilateral and contralateral cortical PRCs were qualita-
tively similar, most of the stimulation causing an advance of
the wave �positive phase values, as detailed in Sec. II indi-
cate advancement�. Qualitatively, this form of the PRC was
observed in 7 of 11 rats in which the cortical PRCs were
evaluated, while in the other four rats the PRC was a straight
horizontal line, indicating that the perturbation was too small
to induce any phase shift. The thalamic PRC indicated an
advancement of the wave when the cortex was stimulated in
the middle of the oscillation period, while for other phases of
stimulation the PRC remained around 0 or became negative,
thus delaying the next wave �Fig. 3�. This thalamic PRC was
observed in five of six rats. No differences in the PRCs were
noted between the two rat absence seizure models described
in methods, those caused by injection of GBL or the SWD
resulting from AY9944 treatment. This is expected as both
models results in SWD in the thalamocortical system, the
main difference being the frequency of the oscillation:
�4 Hz after GBL administration and �8 Hz after AY9944
injections.

We then approximated the PRCs with a Fourier series
�blue lines in Fig. 3�, and inserted these into the following
coupled oscillator model of the Kuramoto type:

d�c

dt
= �c + KtcHc��c − �t� ,

d�t

dt
= �t + KctHt��t − �c� ,

where �c and �t are the phases of the cortex and thalamus
respectively, Ktc and Kct are the couplings between thalamus
and cortex �thalamocortical� and between cortex and thala-
mus �corticothalamic�, H is the interaction function �in our
case it is the calculated PRC, if we assume fast interactions
compared with the period of the oscillation, which is true for
synaptic transmission; see Sec. IV for more detailed com-
ments on this point�, � are the intrinsic frequencies that in
the case of GHB-induced seizures was taken 4 Hz �and
�8 Hz for AY9944-injected rats�, the frequency of the SWD.
To calculate the fixed phase differences ���=�t−�c�, that is,
the stationary states of phase locking, the equations are sub-
tracted

d��

dt
= �� + KctHt���� − KtcHc�− ���

and solved for d��
dt =0 to reveal stationary states of the phase

difference ��0. The stability of the stationary states is then
determined by the slope of d��

dt at the stationary state ��0, if
� d
d��

� d��
dt

����0
	0 the stationary state is stable. We approxi-

mated the experimentally obtained interaction function
(H���) with a Fourier series

H = �
n=0

2

an cos�n�� + �
n=0

2

bn sin�n�� .

The approximation used the first three Fourier compo-
nents:

H��� = a0 + a1 cos � + a2 cos�2�� + b0 + b1 sin � + b2 sin�2�� .

As mentioned above, PRCs, were derived from several
rats for the ipsilateral and contralateral cortical sites and the
thalamic site �Fig. 3�, but, by varying the Fourier coeffi-
cients, the general form of the equations was able to fit any
of the measured PRC. Solving the system for �c and �t=4
and the coupling factors �Ktc and Kct� initially set to 1 �sym-
metric� for simplicity, two stationary states were found: one
was centered around 6.18 rad in case of the system thalamus-
ipsilateral cortex, and 5.75 rad for the system thalamus-
contralateral cortex. These were stable stationary states. An-
other stationary state was found at 4.18 rad �thalamus-
ipsilateral� and 4.64 �thalamus-contralateral�, but these were
unstable. We then compared the stable phase difference with
that found in the experimental recordings, which had an av-
erage of 342±10° �5.98±0.17 rad, or �237 ms considering
4 Hz the frequency of the SWD�; one example is depicted in
Fig. 4. In general, in rhythmic oscillations, it is not very
meaningful to state that one oscillator leads the other, as this
is a matter of the reference we take. At least, in our record-
ings, we can determine in which electrode the spike-and-
wave starts, and while there is some variability, the first spike
is observed in the thalamus in 20-30% of the times. Table II
reveals that there is a stable state of 0.45 rad �17 ms� for
Kct=0.5 and ��=0. With these parameters, the model opti-
mally reproduces the phase difference observed experimen-
tally. Hence, a look at Fig. 4 thus reveals a small lag between
the spike in the thalamus and in the cortex �0.3 rad �that is
2�−5.98, or �12 ms�. We note that this relatively small
phase difference could be due to conduction delays between
the cortex and thalamus. Considering that there is a mono-
synaptic connection between these two areas �more specifi-
cally, between the ventrobasal thalamic nucleus, where our
thalamic electrode was inserted, and layer IV of the cortex,
where the cortical electrodes were placed�, that the distance
between electrodes �thalamus-ipsilateral cortex� is �4.4 mm,
and taking values of axonal conduction velocity between 2.3
and 17 m /s, as observed in rat cortico-spinal axons, a con-
duction delay between 1.9 and 0.26 ms is conceivable. Add-
ing a couple more milliseconds to account for synaptic trans-
mission, and taking as the period of the oscillation 250 ms
�recall the SWD frequency of �4 Hz�, it is estimated a the-
oretical possible phase lag between 3 and 5 ms �4 and 7°, or
0.07–0.12 rad�. Thus, some of the phase lag we observe in
the recordings and also determine from the linear stability

FIG. 4. Experimental simultaneous recording in the thalamus
and cortex during an SWD, depicting the phase difference between
the oscillations, approximately 240 ms, 5.98 rad �or �12 ms,
0.3 rad, if we consider the smaller time lag between spikes� for
SWD induced by GBL that have a period of �250 ms �see Sec. II�,
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analysis aforementioned, can be due to conduction and syn-
aptic delays in the transmission between these two brain ar-
eas. We note that the calculated unstable fixed points afore-
mentioned �4.18 rad, which would appear in the recording
almost as antiphase� are never found in the experimental re-
cordings of SWD, as suggested by the “unstable” nature de-
rived from the model.

To determine the relative stability of the phase differences
with different oscillating frequencies, further analysis was
done by letting �� change from 0 to an arbitrary large value.
As can be seen in the plots in Fig. 5, left panel, the stable
state becomes larger and disappears when differences in in-
trinsic frequency are typically �1.9, if coupling is symmetric
�Ktc=Kct�. Considering now asymmetric coupling, and tak-
ing a value of 1 as the maximum coupling factor, it can be
seen �Fig. 5� that changing the thalamo-cortical coupling
�Ktc� while maintaining constant the cortico-thalamic �Kct�
results in very little change in the stable steady state at
around 6 rad, if ��=0 as shown in Fig. 5 middle plot �in-
creasing �� only displaces the graphs upwards, meaning
that the stationary states will disappear as shown on the left
panel of the figure�. As Ktc decreases relative to Kct there
appears an additional stable stationary state �at around
�2.1–2.6 rad�. This indicates that bistability may be pos-

sible in the system, and adds further evidence for possible
multistable phenomena in nervous system function �15�. Nu-
merical values are summarized in Table I. If Kct is decreased
while Ktc is held constant, as depicted in the right panel of
Fig. 5, the stationary state appears at small phase values
�	0.8 rad� as Kct values become smaller �see Table II for
numerical details�.

A look at the values of the stable phase differences pre-
sented in Tables I and II suggests that the thalamo-cortical
coupling �Ktc� keeps the oscillation more “tightly con-
trolled,” because there are small changes to the fixed point
when the cortico-thalamic coupling is decreased relative to
the thalamo-cortical even for ���1.8 �Table II�. On the
other hand, there are substantial variations in the fixed point
as the thalamo-cortical coupling becomes smaller �Table I�.
The data in those tables can also be visualised as an Arnold
tongue for 1:1 locking, where we note that �� has to be
larger for the fixed point to disappear when the thalamo-
cortical coupling is dominant: for ��=1.8 there is still a
fixed point for all coupling values, in Table II. A graph rep-
resenting the 1:1 locking for values of the couplings and
frequency differences is shown in Fig. 6. Neurophysiological
data demonstrated that thalamo-cortical synapses are stron-
ger �in that these are more effective to drive the cortical
cells� than cortico-cortical by a factor of 4.8 �26�, thus sup-

TABLE I. Variations in the stable phase difference �in radians�
by changes in thalamo-cortical coupling �Ktc� and in intrinsic fre-
quency differences ����. The cortico-thalamic coupling �Kct� was
set to 1. Note that two stable fixed points appear for low values of
coupling and intrinsic frequency difference ���=0�.

Ktc ��=0 ��=0.5 ��=1 ��=1.2 ��=1.5

1 6.18 0.61 1.23 1.48 1.86

0.5 5.82 0.26 2.7

0.1 2.04 /5.7 6.2

0.01 2.5 /5.66 6.12

0.001 2.53 /5.65 6.11

FIG. 5. �Color online� Changes in the stable phase differences brought about by differences in intrinsic frequencies and coupling factors.
Steady states �SSs� are found in the crossing of the graph with d��

dt =0, and are stable if slopes are negative. Left, for symmetric coupling
�Ktc=Kct=1�, increasing the difference in intrinsic frequencies ���� results in larger phase differences values for the stable fixed point and
eventual vanishing of the stable state �for ��=2, yellow line�. Middle, decreasing the thalamo-cortical coupling �Ktc� while keeping Kct

=1, results in little change to the first stable fixed point and the apparition of a second �around 2.5 rad, which is never observed experi-
mentally�. Colors represent Ktc values of blue, 1; red, 0.5; black, 0.1; green, 0.01; magenta, 0.001. Increasing the frequency difference in this
case results in similar observation as in the previous case: shift of the curve upwards and eventual disappearance of the fixed points �Table
I�. Third panel, decreasing the cortico-thalamic coupling �Kct� while keeping Ktc=1 results in the shift to the left of the stable phase
difference �	1 rad�. Colors represent Kct values.

TABLE II. Variations in the stable phase difference �in radians�
by changes in cortico-thalamic coupling �Kct� and in intrinsic fre-
quency differences ����. The thalamo-cortical coupling �Ktc� was
set to 1.

Kct ��=0 ��=0.5 ��=1 ��=1.8 ��=1.91

1 6.18 0.606 1.23 2.32 2.67

0.5 0.45 0.93 1.32 2.18

0.1 0.715 1.05 1.36 2.05

0.01 0.757 1.07 1.364 2.02

0.001 0.761 1.071 1.365 2.02
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porting the concept of a stronger influence of the thalamic
input to cortex �equivalently the thalamo-cortical coupling�
in the stabilization of a phase locking pattern.

IV. DISCUSSION

The results obtained indicate a good agreement between
the phenomena observed experimentally and those extracted
from the model, and suggest that this admittedly very sim-
plistic model, can be the origin for further studies that can
include the presence of noise and the stochastic analysis of
the distribution of phase differences in brain recordings.

The SWD can be considered an asymptotic stable limit
cycle �11� that when weakly perturbed can be reduced to a
phase model �12�. To implement this, we exploit the PRC as
a tool to understand coordinated brain activity. The PRC rep-
resents a natural approach to characterize interactions
�3,14,16�. Within the framework of coupled oscillator theory,
PRCs have been used to analyze synchronization properties
of natural �18–21� and artificial neural systems �22�. In gen-
eral, coupled oscillator theory is based on weakly coupled
oscillators �3,12,13�, and rests upon two main characteristics:
intrinsic oscillators that are weakly coupled. Whether or not
these features are common to nervous systems is still de-
bated, however, some reasonable approximations are useful
to unravel the dynamics of neuronal coordinated activity
�27,28�. Thus, as approximations in our study, we used as
“intrinsic frequency” ��� the frequency of the SWD. This
represents a sort of “functional” intrinsic frequency, because
brain oscillations are not completely intrinsic considering
that rhythms depend on input from other brain areas as much
as on the intrinsic biophysical cellular properties. This is one
reason why, depending on the specific brain state, a particu-
lar brain region will display different rhythms. We just note
that classical synchronization theory distinguishes between
mutual synchronization of self-sustained periodic oscillators,
and forced synchronization by driving forces �28,29�. It
seems more plausible, for studies involving nervous tissue,

that forced synchronization is the main operant, while mutual
synchronization is a more rare phenomenon. This is due to
the strong influence that an area of synchronously firing cells
has upon a receiving network, this influence would be closer
to forcing. Mutual synchronization can take place in the case
of cells coupled via gap junctions, for instance, where the
interactions are relatively weak. SWDs can be treated as both
mutual synchronization and as forced synchronization, for
two main reasons. First, the influence of the thalamus on the
cortex �and viceversa� can be considered strong in this type
of paroxysmal �seizure� activity because there are many cells
firing �almost� synchronously and thus providing strong syn-
aptic input to the receiver neuronal ensemble; indeed, the
fact that a single pulse to the thalamus or to the cortex trig-
gers a SWD �Fig. 2 and Ref. �24�� is an indication of the
strength of the coupling between these areas and that any of
these two areas can be the generators of the seizure. Second,
there is an ongoing very periodic oscillation in thalamus and
cortex, represented as SWD in field potential recordings, that
provide the opportunity for fine adjustment of frequencies
characteristic of mutual synchronization �25,29�.

Another approximation we introduce is that we use the
PRC as the interaction function H����. This is reasonable in
our case because we recorded the activity in one brain area
while perturbing the other, connected synaptically to the first
one. Hence, in this case, the change in the SWD derived
from the local field potentials in the cortex, for instance,
represents the “interaction” between the local perturbation by
our stimulus in the thalamus and the synaptic input generated
by thalamic axons in the cortex. In addition, the synaptic
inputs are very fast compared with the period of the oscilla-
tion ��250 ms�. Therefore, our PRC naturally includes the
convolution of the perturbation and the synaptic input, and
for this reason we do not need to convolve the PRC with the

 function �representing the synaptic potential�, as is the nor-
mal approach in other studies where the perturbation is ap-
plied directly to the cell or brain area in question �18,20�.
Our experimental approach has the additional advantage of
allowing a more realistic input to each brain area, in that the
cortex �thalamus� receives the result of the applied stimulus
via “real” synaptic potentials in the thalamic �cortical� axons.
As Oprisan et al. �30� recommended: “The perturbation used
to generate the PRC must resemble as closely as possible the
input that the oscillator would receive in the circuit.” A final
approximation is that we consider two brain areas that are
not as homogenous as we may desire. Indeed, the input from
the cortex is not only arriving to the sensory �relay� thalamic
nuclei, but also importantly to the thalamic reticular nucleus,
which is comprised of inhibitory cells which in turn synapse
onto thalamic relay cells. Therefore a more accurate model
would consist of three interconnected areas: cortex, relay
thalamic nuclei, and reticular nucleus.

The model we used is based on the classical Kuramoto
model �13�, which has been widely used to examine the on-
set and characteristics of synchronization in many systems.
One limitation is that the natural frequencies and coupling
factors are fixed, rather than variable as they normally are in
nervous system activity where frequencies and coupling are
changing at all time scales. In this regard, the approaches that
include time varying frequencies and couplings in generali-

FIG. 6. Schematic representation of Tables I and II. Depicts the
area of 1:1 frequency locking where stable phase differences appear
�numerical values in the tables�, and highlights the stronger influ-
ence of the thalamo-cortical coupling �Ktc�, as the area of synchro-
nization is larger regardless of how small Kct is �larger shaded area�;
note that the synchronized state is almost constant for varying Kct.
For ���2 there is no stable 1:1 locking. In the figure, areas shaded
and labeled Ktc and Kct represent stable 1:1 locking when those
couplings are changed and the other is kept constant. The y axis
�coupling� is logarithmic, to help visualization.
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zations of the Kuramoto model are promising �31,32�. Addi-
tional refinements may include the incorporation of the dy-
namics in the neuronal dendrites �33�.

The PRCs we found in our experiments, indicating that
the effects of the perturbation tend to be the advancement of
the cycle, are obviously founded in the physiological charac-
teristics of the circuitries involved. The advancement �or
“excitation”� of the cortical activity in response to thalamic
stimulation �positive values in Fig. 3� can be expected if we
consider the phenomenon known as the “thalamic augment-
ing response” �34�. In this phenomenon, the net result of
thalamic inputs to cortex will be an enhancement of the cor-
tical excitation. On the other hand, the thalamic PRC in re-
sponse to cortical stimulation advances the signal only for
some stimulation phases, not changing or even delaying the
signal for other stimulation phases �Fig. 3�, which may re-
flect the “inhibitory dominance” of cortical inputs to thala-
mus �10�. This phenomenon resides in the fact that, as afore-
mentioned, the cortex stimulates the thalamic relay cells as
well as the inhibitory reticular neurons, and these cells then
provide a strong inhibitory component to the thalamic relay
cells. Hence, considering first the summation, in the thalamic
relay cell, of the strong inhibitory potentials from the reticu-
lar cells and the excitatory potentials from the cortical cells,
which results in a net long-lasting inhibitory potential �10�,
and second, the intrinsic cellular properties of the thalamic
neurons which will promote a calcium spike in response to
inhibition �the so-called rebound low-threshold calcium
spike�, then the effect of the cortical perturbation will be
different depending upon the time �phase� of the perturba-
tion: we can conceive that some phases will promote excita-
tion �and hence advancement� because of the calcium spike
in response to the inhibitory potential from the reticular cells,
while other phases will result in the inhibitory potential re-
tarding the next wave.

The model constructed so far can predict the phase differ-
ence that we normally observe in our recordings. Thus, while
very simple, this initial model captures some properties of
the thalamocortical activity. Similar stable phase differences
that are not perfectly in-phase, and unstable phase differ-

ences as well, have been found recently using a related
model based on a simulation of a seizure model �35�. The
phase lag can be due to conduction delays, nevertheless in
spite of conduction �propagation� delays that will cause
phase dispersion, close to zero-phase locking has been iden-
tified in vivo using field potential recordings �36�. We note
that the oscillator �thalamo-cortical SWD� relaxes rapidly to
the limit cycle after perturbation �Fig. 2�b��, similar to the
activity of the cardiac oscillator studied by Glass et al. �37�,
hence it is conceivable that the dynamics of thalamo-cortical
activity can be approximated by circle maps. We are cur-
rently using these maps to study other frequency locking
ratios because, even though we have seen only the 1:1 lock-
ing in these recordings from rats, there is indication of mul-
tiple locking in human absence seizures �38�. In addition,
conceptually similar studies have been carried out in the car-
diac system, and the derivation of one-dimensional maps
from the experimental manipulations can provide informa-
tion regarding multistability and dynamical bifurcations �39�.
From our perspective, this type of models also allow further
improvements that will take into consideration the role of
fluctuations in neuronal dynamics, thus, the stochastic ap-
proach based on Langevin and Fokker-Planck equations rep-
resents a logical extension of these studies.

In conclusion, our observations and those of others sup-
port the notions of multistability in nervous system function
that can be derived from coupled oscillator models �33,35�,
and indicate that metastability is a fundamental property of
brain dynamics �15,27,40,41�. As a complement to empirical
observations, the frameworks of nonlinear dynamical sys-
tems and coupled oscillator theory formulations allow a
deeper understanding of the coordinated activity in complex
systems, and will provide fundamental insight into brain
function.
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